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Exit Recursion Models of Clustered
Photolithography Tools for Fab Level Simulation
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Abstract—In semiconductor wafer fabricators (fabs), clustered
photolithography tools (CPTs) are often the bottleneck. With
a focus on fab-level simulation, we propose a new class of equip-
ment models for CPTs called exit recursion models (ERMs).
These models are inspired by concepts from flow line theory. We
describe the intuition behind ERMs and provide the parameter-
ization and simulation equations. These ERMs are data-driven
empirical models and we develop three types based on different
data perspectives: 1) tool log; 2) wafer log; and 3) lot log. To assess
the quality of the proposed models, we conduct three classes of
simulation experiments. A detailed CPT model, an affine model,
and an empirical flow line model are used as the baselines.
We consider mean cycle time, lot residency time, throughput
time, and computation time as our primary performance met-
rics. The results suggest that ERMs are more accurate and
robust than the affine models for all metrics and sometimes rival
the performance of the empirical flow line models considered.
ERMs require about 1.9 times as much computation as an affine
model and about 250 times less computation than an empirical
flow line model. ERMs may be helpful to increase the accu-
racy of fab-level simulation results without significant additional
computation.

Index Terms—Fab-level simulation, clustered photolithography
tools, cycle time, throughput.

I. INTRODUCTION

IMULATION of semiconductor wafer fabricators (fabs)
Scan be used to help assess the implications of changes
to capacity, operating practices and wafer mix. As clustered
photolithography tools (CPTs) are very expensive and typically
serve as the fab bottleneck, they play a large role in dictating
the fab throughput and cycle time. It is especially important
to model bottlenecks in system simulation because they often
determine the throughput [1]. We develop a new class of CPT
equipment models for use in this context called exit recursion
models (ERMs). We use simulation to investigate their fidelity
and computational complexity relative to benchmark models.

A. Fab-Level Simulation

Fab-level simulation is often employed, see [2]-[8], to sup-
port wafer fab efficiency efforts. As discussed in [2] and [9],
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selecting the appropriate level of detail for a model is vital for
any fab-level simulation. While simple models are easier to
understand and construct, they may omit important elements
of the system behavior. Models that are more complex can be
more accurate, at the cost of computation time [10]. A good
model should be computationally tractable while maintaining
an acceptable level of fidelity.

One alternative to simulation is to use queuing network
models to analyze and optimize system behavior. Inside of
such a model, the appropriate workstation model must be
determined [11]-[14]. Queuing models rely on numerous sim-
plifying assumptions. This makes analysis more tractable but
renders the models less precise and unable to answer certain
key questions of interest (e.g., which production schedule is
superior?). Our focus here is on simulation models which are
quite popular with practitioners.

B. CPT Equipment Models

Equipment models are an essential component of fab-level
simulators. They are often constructed based on historical pro-
duction log data (empirical data) and transform inputs, such as
lot arrival time and the number of wafers in a lot, into outputs,
such as lot start time and lot completion time. We focus on
empirical models for CPTs.

There are several models of CPTs that have been consid-
ered in the literature for fab-level simulation. Affine models
are popular for use in fab-level simulation and industry
planning engines [9], [15], [16]. Though simulation software,
such as Autosched AP, allows one to construct any type
of equipment model, affine models are often the default
choice to model tools in fab-level simulation due to computa-
tion constraints [17]. Flow lines have been studied for many
years as models of manufacturing systems [18], [19] and have
recently have been used to model CPTs [20]-[25]. Detailed
models of CPTs include wafer transport robots [26]-[34].

For CPTs, [35] showed that affine models are accurate only
for throughput and not for other important measures such as
cycle time and lot residency time. Furthermore, they are inac-
curate when used in conditions deviating from the training
conditions; they are not robust. Flow lines, while accurate for
the same metrics, demand about 470 times more computation
time than an affine model.

C. Contribution and Organization

In this paper, we propose a new class of equipment mod-
els called exit recursion models (ERMs) of CPTs for use in

0894-6507 (© 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



40 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 30, NO. 1, FEBRUARY 2017

SC1 SD1
Indexer LPAH1 LPAH2 HP3 HP4 sD2 Control Box
HP8 EEL EE2
> cPa cPs
— — — "
[e]
> IF IF L STK l E
O Robot1 Robot2 Robot3 \ A Robot4 8
> E P2 cP7 CP6 CcP11 CP10
HP2 HP1 HP7 CcP1 cP9 PEB2
HHP2 HHP1 HP6 HPS cP8 PEB1 Lamp
SC2 SC3 SD3 Housing

Fig. 1. Layout of a CPT.

fab-level simulation. These are based on intuition from flow
line behavior and theoretical exit recursion results [36], [37].
We construct ERMs based on empirical data at three levels
of detail: tool log (detailed wafer advancement from process
to process), wafer log (wafer start and completion times at
the entrance and exit of the tool), and lot log (lot start and
completion times at the entrance and exit of the tool). We
conduct simulations to assess their performance and computa-
tional complexity relative to the existing affine and empirical
flow line models. We investigate the robustness of ERMs to
changing fab conditions. The numerical experiments suggest
that ERMs outperform affine models and are often comparable
to flow line models, while only requiring about 1.9 times as
much computation as an affine model.

The paper is organized as follows. In Section II, we describe
the CPT system, detailed simulation model, affine model,
and flow line model. The new ERMs, with varying levels of
detail, are introduced in Section III. We describe the struc-
ture of our numerical experiments in Section IV and the
detailed results in Section V. Concluding remarks are provided
in Section VI.

Note that while we do not conduct fab-level simulation
studies here, we discuss qualitatively how the use of ERMs is
anticipated to improve their results in Section V-E.

II. PRELIMINARIES

We now describe the detailed CPT, affine, and flow line
models that serve as our benchmarks for the ERMs. Our focus
is on empirical models.

A. Detailed CPT Model

A clustered photolithography tool (CPT) uses light to create
patterns on the surface of wafers using a patterned mask (ret-
icle). It consists of pre-scan processes, the scanner, and
post-scan processes. There can be several redundant modules
for each process. Wafers are transported to each step in their
process flow via wafer transport robots under the guidance
of a task allocation policy. Wafers arrive in batches, called
lots, at the front of the CPT. There may be numerous kinds of
setups; we consider pre-scan track and reticle alignment setups
between lots. The average run length of lots of the same recipe
is called the train size.

We use the CPT configuration from [26] based on data from
the semiconductor industry. See Fig. 1. This CPT con-
tains four clusters, which consist of process modules and
robots. The labeled boxes are abbreviations of processes: spin
coaters (SC), low pressure adhesions (LPAH), cold plates (CP),
hot plates (HP/HHP), edge exposures (EE), post exposure bake
hot plates (PEB), and spin developers (SD). There is a 16 wafer
buffer that serves the scanner called the stacker (STK) and
two one wafer interface buffers (IF) between clusters. There
are three process flows with 16, 16, and 18 process steps,
respectively. All of the process times are constant. For each
recipe, the scanner is the bottleneck with a process time of
100 seconds per wafer. For our CPT, each process step (exclud-
ing the STK buffer) can only hold wafers of the same class,
regardless of the number of available modules. The CPT does
not have to be empty in order for a lot to start processing;
several lots may be in process at a given time, which we term
parallelism.

We use a detailed discrete-event simulation model (DS) of
this CPT from [34] and [35]. We use this same detailed simu-
lation model for all of our numerical experiments. We assume
it is exact and use it as the baseline throughout this paper.
Hereafter, we refer to the data obtained from this detailed
model as our “true data” and call this the “true system”. All
the other models are first parameterized using this true data,
and then used for simulation.

B. Affine Model

Affine models (AF), also called Ax+B models, are widely
used equipment models for fab simulations. These models
calculate the lot start and exit times from a tool using two
parameters, A and B. The parameter A is the wafer throughput
time (mean time between wafer exits from the tool) within
a lot. The parameter B, the so called first wafer delay, is
the time for the first wafer of a lot to complete processing.
These constant values may depend on the previous and cur-
rent lot classes. Parameterization and simulation equations are
provided in [35].

Linear models have been used as well, see [17], [35], but
we do not consider them as affine models are more accurate.

C. Empirical Flow Line

Flexible flow lines consist of a series of processes
Py, Py, ..., Py from which wafers receive service sequen-
tially. See Fig. 2 for an example of a flexible flow line.
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There may be redundant modules devoted to each process.
In Fig. 2, P; has a redundancy R(I) = 2. Finite buffers may
be provided between each process.

We use an empirical flow line (EFL) as one of our bench-
mark models. EFLs are not given the deterministic module
process times nor the wafer handling robot times. Rather
they estimate the process times at each module using the
true system’s detailed tool log data. Once parameterized, the
progression of wafers is described using the elementary evo-
Iution equations (EEEs); see [34] or [36]. EFLs have been
shown to have good accuracy on all metrics considered; how-
ever, they require approximately 470 times more computation
than AF. EFL parameterization and simulation equations are
given in [35].

D. Metrics

Let a;, S;, and C; be defined as the arrival time, process-
ing start time and processing completion time of lot i at the
tool, respectively. We consider cycle time, residency time, and
throughput time for each lot i, respectively defined as

CT; = Ci—aq;
LRT; = C;—S;
IT; = min(C; — S;, C;i—Ci_1)

with the initial condition Cp = —oo. The throughput time 77
is the time from the exit of lot i-/ to the exit of lot i, excluding
any idle time on the tool during that interval.

Computation time is also of great importance. We mea-
sure the average CPU time required to calculate the start and
completion times of all lots for a single replication of our
simulation experiments after the parameters have been found.

III. EXIT RECURSION MODELS

Equipment models internal to a fab-level simulation should
be accurate and fast. We next develop a new class of
models called exit recursion models (ERMs) with improved
fidelity and with similar computational requirements relative
to AF. These models are inspired by concepts from flow line
theory.

Early flow line research, see [36] and [37], demonstrated
that the exit times of wafers from a deterministic flow line

can be expressed in the form of an exit recursion:

M
E(w) =maX<aw+ Zrm,E(w— 1)+r3> (1

m=1

for w > 1, where, a,, is the arrival time of wafer w to the flow
line, E(w) is the exit time of wafer w, 7, is the process time of
process m, and B is the bottleneck process index. The initial
condition is E(0) = —oo. The throughput of wafers from the
tool is dictated by the bottleneck process time tp.

The first term in the max of (1) characterizes the no bottle-
neck contention (NBC) case for an incoming wafer; it simply
arrives and proceeds freely through the tool. The second term
in the max of (1) characterizes the bottleneck contention (BC)
case for a wafer. In that case, it departs one bottleneck process
time after its predecessor.

Motivated by (1), ERMs contain two terms, an NBC term
and a BC term, that are used to estimate the lot start and
completion times. The true data is divided into NBC and BC
cases, which are then used separately to extract the model
parameters.

ERMs are empirical in that they use previous log data to
determine their parameters (parameter extraction). These
model parameters are then used in the model simulation
equations. The model simulation equations predict the lot
start and completion times, which can be used for important
performance metrics such as cycle time or throughput.

When parameterizing a model with previous log data, there
is a cost associated with accessing more detailed log data.
Often, more effort and time is needed to analyze and interpret
detailed log data for use in parameter extraction. Therefore,
less detailed data is frequently used due to ease of access.
Considering this possibility, we introduce three types of ERMs
that differ according to the level of detail of the available log
data: tool log, wafer log and lot log, which consequently have
different parameter extraction equations.

In this section, we first provide some notation, then intro-
duce the model simulation equations, and finally the parameter
extraction equations.

A. Notation

Key notation for the true data is provided in Table I.
Most are self-explanatory. For €2(i,w), an example can
help. Suppose W(1)=W(2)=W(3)=25 wafers per lot, then
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TABLE I
LiST OF NOTATION

Notation  Definition

L Total number of lots

W (i) Number of wafers in lot i (lot size)

k, k' Indices for lot classes, k, k' € {1, ..., K}

k; Class of lot i

L(k) Set of lot indices for all lots in class k, L(k) = {ilk; = k}
L(k k) Set of lot ind'ices for lots of class k preceded by a lot of class k’,
! Lk, k") ={ilk; =k, k;_; = k'}

(i, w) Overall wafer index of w-th wafer in lot i

B Index of bottleneck process (scanner)

R(k,m)  Number of redundant modules for process m for class k

a; True arrival time instant of lot i

Xwm True entry time of wafer w into process m

L; True load time instant of lot i

S; True start time instant of lot i

C; True completion time instant of lot i

B Tru@ start time'instant of w-th wafer in lot i (instant that wafer
aiw) begins processing at the first process)

Fagim True completion time instant of w-th wafer in lot 7 (instant that

wafer finishes processing at the last process)

TABLE 11
MODEL SIMULATION EQUATIONS FOR EXIT RECURSION MODELS

ki =k 4
ki # kiy

i-1—

Vacation time _ V.(i—1),
of previous lot 7Gi-1),

Load time L; = max(a;, Vi_,)
Start time S, = L; + Ekiki
Completion | & _ max( SiH WD+ AT W (D - 1), )
time Ciiy + Bk ki) + AS W@ - D
Vacation times V(D) = C; — Dy
of current lot 7)) =C - D}’)‘l’

©(3,7) = 57. Load time L; may be different from the start
time S;, if the tool is experiencing a setup. (We do not model
load ports explicitly.)

The concepts of load time, start time, first wafer delay, vaca-
tion time and completion time are illustrated in Fig. 3. We use
a single server flow line for simplicity; the concepts are easily
transferable to a CPT. The load time and the start time are
the time instants when a lot has been loaded into the tool and
when the lot starts processing inside the tool, respectively. The
first wafer delay is the time it takes for the first wafer of a lot
to exit the tool once it starts processing. The vacation time is
the time instant that a lot vacates the first process sufficiently
to allow processing of the next lot. The completion time of
a lot is the time instant when the last wafer finishes processing
and exits the tool. These are important concepts that will be
utilized in the formulation of ERMs.

B. Model Simulation Equations

We provide the model simulation equations for all ERMs
in Table II. Given parameters such as the first wafer delay
(F WDk") and the throughput time for each wafer (Aéi) and
other inputs such as lot arrival times, wafers per lot, and lot

Lot Enter Py Pm
c—
e
p Load Time p
1 M
=
— ()
P, Start Time Pu
200000000 —-®
- ]
P, First Wafer Delay Py
—_—
@O 00000
P Vacation Time P
) M Lot Exit
-
-
Completion Time
Fig. 3. Example of a flow line with a single server for each process.

class, the ERM model simulation equations estimate the lot
start S‘i and completion times C‘i for each lot i, with the initial
conditions Vy = —oo, 6’0 = —o0. F{gm the estimated start
and completion times, we calculate CTj, Lfl\?JT,-, and ﬁi for
each lot i.

Note that Table II is ordered in a logical sequence; i.e., the
vacation times of the previous lot must be calculated before
the load times, which must then be calculated before the start
time, and so forth. We will provide intuition about each of the
variables and parameters in the following subsections.

1) Vacation Times: To model the parallelism of the CPT,
we use the concept of vacation time from the entrance of the
tool. Let V;_; be the vacation time of lot i-7, which is the time
instant that lot i-/ vacates the modules which must be empty
before lot i can begin production. To calculate V;_, we only
need to consider the first process. As the first process can only
serve wafers of the same class at a time, the vacation time can
differ depending on whether lot i-/ and lot i have the same
class. Let \7;,1(1' — 1) be the estimated time at which any module
of the first process becomes completely vacant of wafers from
lot i-1. (There are no other wafers of lot i-/ available to enter
the first process.) Let 17,,(1' — 1) be the estimated time at which
all modules of the first process become completely vacant of
wafers from lot i-/. (This is the instant at which the last wafer
of lot i-1 exits the first process.) Once lot i arrives at the
tool and its class is known, the estimated vacation time of the
previous lot Vi is chosen as either V;,,(i —1) or \7,,(i —1).
Note that, even though Vi_l can only be determined once lot i
has arrived (since we need to know its class), \F/;l(i — 1) and
\Z,(i — 1) do not need to know lot i’s class. The vacation
times are estimated based on the lot completion time minus
a constant (D]f,’; for \7;,,(1') and D,li" for \71,(1')). The parameter
D],Z (or Df,i) can be interpreted as the average time difference
between the lot completion time and the time instant when
one module of (or the entire) first process is emptied.

2) Load and Start Times: I:i, the estimated load time of
lot 7, is the maximum of either the arrival time or the vacation
time of the previous lot. The class of lot i is denoted as k;. The
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start time S; is interpreted as the time at which the first wafer
starts production in the first process. Any delay associated with
a setup prior to entry experienced by the first wafer of a lot
is contained in EXiki-1,

3) Completion Times: The completion time is defined as the
time instant that the last wafer of a lot exits the last process.
Our completion time equation has a similar structure to the
exit recursion equation (1). In the NBC term

Si+ FWDN + AN (w(i) — 1)

the completion time of lot i is the sum of the start time of the
first wafer (S,-), the first wafer delay (F WD), and the time
required for all of the remaining W (i) — 1 wafers to exit the
tool (at a rate of one every A]f" units of time). This is a batch
version of the NBC term in (1). Reticle setup time experienced
by the first wafer of a lot is contained in FWD%.

In the BC term

Ci1 + B(ki, ki) + AN (w(i) — 1)

the completion time of lot i is the sum of the completion
time of lot i-/, the time required for the first wafer of lot i
to exit the tool after 6[_1, and the time required for all of
the remaininkg W(i) — 1 wafers to exit the tool (at a rate of
one every A, units of time). This is a batch version of the
BC term in (1). Intuitively, the term B(k;, ki—1) includes the
bottleneck processing time for that wafer, any reticle setup
time at the bottleneck, and correction terms for differences in
process times after the bottleneck; see [23, Lemma 2].

C. Description and Parameterization

We develop three types of ERMs which can be used accord-
ing to the level of detail of available log data: tool log, wafer
log, and lot log. Table III provides the model parameter extrac-
tion equations for each type of ERM. There are columns for
each of the three classes of ERMs. For each ERM class, the
rows provide the details of how the model parameters are cal-
culated. Recall that lots from the true data are classified into
NBC or BC, which is used to calculate the model parameters.
The three classes of ERMS have different definitions of NBC
and BC and may also calculate parameters differently. The
intuition behind the model parameters were detailed previously
and will be omitted in this subsection.

The rows NBC, BC, and “Lot indices” describe how to
identify sets of lot indices with certain properties. The “NBC”
row defines a set of lot indices ¢ whose lots are guaranteed
to experience no bottleneck contention with the previous lot.
The “BC” row defines a set ¢, containing the indices of lots
that experience bottleneck contention (they are delayed behind
their predecessor). The “Lot Indices” row identifies lots that
have some property relative to their successor lot.

The model parameter calculations are provided in the
remaining rows. For the BC cases, let

for tool log

iy = B
B = ’
( ’ ) { for wafer log and lot log

Bk

when using the simulation equations in Table II.
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1) Tool Log: The tool log ERM can be used when data on
detailed wafer advancement (X,, ) from process to process
within the tool is available. With the detailed wafer advance-
ment data, it is possible to classify every lot in the tool log as
NBC or BC. For tool log, NBC occurs for lot 7 if and only if its
first wafer’s entry time into the bottleneck is after the earliest
possible entry time. For our CPT model, the earliest possible
entry time is the time the last wafer of lot i-/ enters the B+ 1™
process plus the minimum time needed for the scanner’s robot
to pick a wafer from the stacker, move to the scanner, and place
the wafer into the scanner. This minimum robot activity time
we denote as the bottleneck contention workload (BCW)

BCW =6 + 2¢

where § and ¢ are the robot’s move time and pick/place time,
respectively. For our CPT, § = 3 seconds and ¢ = 1 second.

Note that BCW = § + 2¢ for our particular CPT configura-
tion. BCW may differ for other CPTs. Furthermore, in practice
one should consider instead (1 4+ «) x BCW to allow for ran-
dom event durations, where o > 0. As « increases, the number
of lot indices included in ¢, will increase, possibly leading to
lower fidelity.

The index i of a lot of class k is included in L_(k) if the
next lot i+/ has the same class k. Similarly, we define L (k)
as the set of lot indices of class k lots where the next lot is not
class k. These are used to calculate the vacation time related
parameters Dfn and Dg, defined previously.

Rather than resorting to linear least squares estima-
tion (LSE), A’l‘ and FWDK are calculated separately as empir-
ical averages over all NBC cases. This choice is intentional.
LSE would preserve the average lot residency time over
the population and minimize the sum of the squared errors.
However, the empirical average approach preserves the aver-
age first wafer delay and average per wafer throughput time.
Preserving the averages is practically important as one wants
the tool model to provide high fidelity throughput estimates as
a first priority for lot level metrics as well as for wafer level
metrics.

We similarly treat Ag and B*K for the BC cases. Dl,j,, D’;,

and EF¥ are also calculated as averages (and are in fact LSE
since we are estimating a single constant parameter).

2) Wafer Log: The wafer log ERM can be constructed with
data on only wafer start (Bg(; ) and exit times from the tool
(Fa(,w))- Without the complete tool log data, it is not possible
to exactly characterize BC for every lot. Rather, we construct
the sets ¢ and ¢, using conditions that guarantee NBC and
BC, respectively. We ignore lots that cannot be definitely cat-
egorized into NBC or BC, meaning we use a partial sample
of the wafer log data. We can guarantee NBC if S; > C;_ for
lot i. We can guarantee BC for lot i if a; < Bo(i—1,w(i—1)) and
ki = ki_1. We require k; = k;_1, otherwise, different process
flows, process times, and setups occlude our ability to deter-
mine BC with limited data. Because we require k; = k;j—;
when defining ¢, the first wafer delay parameter B*¥ can be
simplified to BX.

The set ¢po4 = {ili + 1 € ¢} contains the indices of lots
whose successor is guaranteed to experience BC.
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TABLE III
PARAMETER EXTRACTION EQUATIONS FOR EXIT RECURSION MODELS

Tool Log Wafer Log | Lot Log
NBC | ¢y = {ilXau1s > Xa@-1wi-n)ss: + BCW} ¢ = {ilS; > Ci_1)
BC ¢, = {i|Xa(z,1),B S Xg(i-aw(-n)p+1 T BCW} ¢2 = {ila; < Bag-rwa-1y, ki = kica} | @2 = {ila; < Si—y, ki = ki_q}

L_(k) = {ilk; = k41 = k}

botIndices La) = {ilk; = oy # kiu)

¢ar = {ili +1 € @5}

Ak

B YieLong, (Ci — Faq1)

FWDF =

Y Yiergone, W — 1)
ZiEL(k)n¢1(Fﬂ(i:1) — Si)

Af = ﬁ1
FWD¥ = TT1*(1) = By + b4
(See Subsection I11.C.3. Lot Log)

IL(k) N ¢y

Ak — Yieriong, (Ci — Fau )
27 Tiettone, W@ — 1)
Yierternng, (Fai — Cic1)

Ak =
YieLaong, W@ — 1)

B Yieriong, (Ci — Fagi)

Af = .[?3
B =TT2k(1) = B, + B
_ Yieriong, (Faia — Ci1) D) =P+ P

Kk — k (See Subsection III.C.3. Lot Log)
Parameters B [L(k, k") N p,] 5 |L(k) N ¢yl
Sicr o (Ci = Xogiwen)
Dk = i€L( )( i a(iw®) R(k,1)+1.2) k ZieL(k)n¢z+(Ci — Lix1)
L] Pm=""LG n
G2+l

Dk — YieL.(k) (Ci - XQ(i,W(i)),Z) Dk =D} — (R(k,1) — 1) x A%

r |L. (k)|

Ek,kr —

Yierkn(Si — Ly)
[L(k, k)|

The parameters A’f s A’;, FWD, B¥ and ERK are calculated
similarly to the tool log case.

For the vacation time related parameters DX and D;‘,, we
do not have access to the entry times to the second process.
We use BC lots and consider the load time of the next lot. If
the next lot experiences BC, then the difference between the
lot completion time of the current lot and the load time of
the next lot is used as DX . Note that the BC cases experience
no class change and thus Dﬁ1 is used. DI; is calculated using
the number of redundant modules of the first process and the
wafer throughput time.

3) Lot Log: The lot log ERM requires the least amount
of data: lot start (entrance of first wafer, S;) and completion
(exit of last wafer, C;) times. It is not possible to exactly char-
acterize when bottleneck contention occurs. We construct the
sets ¢ and ¢, similarly to the wafer log case. Note that the
condition for ¢, is stricter.

Without wafer-level data we resort to linear regression to
estimate the first wafer delay and wafer throughput time
parameters. We treat the NBC and BC cases separately. For
the NBC cases for a given lot class k, we construct an average
throughput time for each value of n (the wafers per lot) as

ZieLSk(n)ﬂq)l (Ci —Si)
|LSk(n) N 1|

TT1%(n) =

where LSK(n) = {ilk; = k, W(i) = n} is the set of lot indices
with class k and lot size of n. For the regression to successfully
estimate the two parameters for each of the NBC and BC
cases, the true data must contain several lot sizes for each lot
class for both cases.

We thus obtain one data point for each n and consider the
relationship between n and throughput time as

TT1*(n) = Bo + Pin

As the number of lots may not be equal for each n, we
use weighted linear least squares estimation (WLS), with
|LSk(n) N ¢1] as the weights for each n value, to obtain the
estimates ,B\o and B\l Note that this approach is well known as
equivalent to conducting ordinary LSE on the entire data set
but is much faster; see [38]. Set the per wafer throughput time
as A’l‘ = 31 Set the first wafer delay, whicﬂE the predicted
throughput time with n = 1, as FWD* = TT15(1)=R, + Bi.
Since we resort to WLS, the wafer level averages need not be
preserved.

The BC case is treated similarly. The parameters D],‘n, ij

and E** are calculated as in the wafer log model.

D. Summary

Using intuition from flow lines, we develop ERMs that con-
sider the concept of bottleneck contention. Depending on the
level of detail of the available true data, three types of ERMs
are proposed, with different parameter extraction equations
given in Table III. Once the parameters are calculated, sim-
ulations using the models may be conducted based on the
equations in Table II.

IV. SIMULATION DESCRIPTION
A. Simulation Overview

We consider the detailed CPT model (DS) as our true
system and use an affine model (AF) and empirical flow line
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TABLE IV
SIMULATION CASES FOR EACH TYPE OF SIMULATION
Type I Type II Type 11T
Parameter Simulation Values No. Cases Simulation Trainine Values Simulation Values No. Cases
Min Max Increment ) Values g valu Min Max Increment|
1.5
Train Size 1.5 6 0.5 10 3 1.5 6 0.5 30
6
{23,24 3,45
Lot Size {1,2,3} 23} ’ 2 12 {13, 14, 15} {1,2,3} {23, 24,25} 2 36
{23, 24,25}
0.85
Loading 0.90 0.99 0.01 12* 0.95 0.90 0.99 0.01 36*
0.99
Setup Duration 40% 180% 20% 8 Same as 0
STK Size 2 20 1 19 Type 1 0
Penultimate
Bottleneck Process 40% 180% 20% 8 0
Time
Pre-scan Track 40% 180% 20% 8 0
Process Time
Process Time Profiles — 3 0
R Train =6 T=3 T=3
Train Sézizeand Lot - 0 and and and Lot size: 2 12
Lot size = {23, 24, 25}|L = {1, 2, 3}|L = {23, 24, 25}
Totals 80 80 114

* Loading levels of 0.80 and 0.85 were simulated in addition to 0.90 ~ 0.99.

model (EFL) as benchmarks. We _assess the performance of
the ERMs with respect to mean CT, L/ITT, TT and computa-
tion times. We use JAVA on an i5-3570 CPU computer with
16 GB of RAM.

For each case, we simulate for 15,000 lots (about one year)
and conduct 30 independent replications. The tool is initially
empty. There are no tool failures. Lots arrive according to
a Poisson process. (This is not required by the ERMs.) The
average number of lots of the same class to arrive in a row
(train size) is set and random lot classes are assigned by a sim-
ple Markov chain model. The reticle alignment setup for every
lot and pre-scan track setup for class changes are uniformly
distributed in [210, 260] and [240, 420], respectively. The
loading levels are a fraction of the JIT throughput of the DS
model. Our baseline is set to average train size of 3, lot sizes of
23, 24 and 25 (with probabilities 0.25, 0.5, 0.25, respectively),
and loading of 0.95.

For each replication, DS is run first to generate data that is
used to parameterize the AF, EFL, and ERMs. For the ERM
lot log case, we use ordinary LSE instead of WLSE with the
TT1¥(n) values as it is simpler. The results are nearly identical.
Model simulations are then conducted. Computation times do
not include the time used for parameter extraction.

B. Simulation Types

We follow the approach proposed in [35] and conduct
274 different simulation studies (consisting of 30 replications
each) with all models. See Table IV. There, % values indicate
% of the nominal value. There are three types of simulations.

Type I simulations compare the model predictions with the
DS values using the exact same input data. For example, the
lot arrival times to the DS system are exactly the same as
those to the ERMs for each replication. We vary 8 parameters
for a total of 80 Type I studies.

Type I simulations assess model fidelity under ideal con-
ditions. Computation times are determined from Type I
simulations under baseline settings.

Type II simulations compare the model predictions with the
DS values using different random input values that were gen-
erated from the same distributions. For example, the arrival
times to the DS system are generated from a different realiza-
tion of the Poisson process (with same arrival rate) as those to
the ERMs for each replication. We conduct the same 80 cases
as in Type I. Type II simulations assess model performance
with fixed operating conditions for a Monte Carlo simulation
approach.

In Type III simulations, the internal settings (e.g., STK
capacity, module process time) of the DS are held constant.
One set of arrival process parameters (consisting of lot size,
mean interarrival time and train size settings) generates the
data used to parameterize the AF, EFL and ERMs. Then, one
of the arrival process parameter settings is changed (e.g., mean
interarrival time). All models, including DS, are simulated
using the new settings. Type III simulations consider changes
in operating conditions and address robustness via Monte
Carlo simulation.

V. RESULTS AND DISCUSSION

We label the tool log ERM as ERMI1, wafer log ERM as
ERM?2, and lot log ERM as ERM3.

A. Comparison of Computation Times

To assess the computational requirement for each model,
we measure the CPU computation time required for all Type I
simulations that are conducted at the baseline settings. There
is one baseline setting case in each of the 8 Type I studies and
each consists of 30 replications. The average CPU computation
time required over these 240 replications and averaged over
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TABLE V
MODEL COMPUTATION TIMES

Model Computation Time (ms) Scaled Computation Time
DS 17,372,368 97,941.47
AF 177 1.00
ERMs 334 1.88
EFL 83,596 471.30
Computation times have been scaled so that AF has a value of one in the
third column.
50%
s \/./D\-/-\-\-/./.
2
o 30%
= - AF
w
- ) ©-ERM1
@ 9% | ErM3
[S)
o -@-EFL
'C_L 10%
O Koo
0% :bzaz ----- PO G S — —
-10%
1 2 3 4 5 6
Average Train Size

Fig. 4. Percent errors in cycle time for different train sizes.

all ERM models is provided in Table V. ERMs require about
1.9 times as much computation as AF. Compared to EFL,
ERMs are approximately 250 times more computationally
friendly.

B. Type I Simulations

We provide some details on train size, lot size and STK
capacity studies. The other cases are largely similar to these
so we only provide an overview.

For all Type I simulations, the mean LRT prediction
performance is largely similar. AF exhibits 50% error or more
for mean LRT because it does not well address parallelism. All
ERM types exhibit less than 5% errors. ERM1 has about 4-5%
mean LRT errors, while ERM2 and ERM3 are around 2-4%.
EFL exhibits 4-5% mean LRT errors.

Throughout, we drop the word “mean” and say LRT, CT
and TT errors when referring to the error in the mean values
for those metrics over all data in the case.

1) Train Size Cases: The average train size was varied from
1.5 to 6 in increments of 0.5. The percent errors in average
CT, LRT, and 1T relative to the true data averages are pro-
vided in Figs. 4 to 6, respectively. ERM2 has been omitted
for visibility; it has slightly lower errors than ERM3 for all
metrics.

AF is inferior to the ERMs for CT. AF has errors up to 47%
for CT. ERM1 and ERM3 have 3.5% and 6.1% errors for CT,
respectively. EFL is superior with CT errors less than 0.11%.

10%
‘_:v_t.____.___...---y---r---&——-&---o——»o
0%
R O STR S P
v -10%
o
—
= -B-AF
w -20%
= -0~ ERM1
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O -30% ->-ERM3
9] -@-EFL
a
— 409
B -40%
-
-50% .\-\""\-\H_._._.
-60%
1 2 3 4 5 6
Average Train Size
Fig. 5. Percent errors in lot residency time for different train sizes.
0.30%
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0.25%
v 0.20%
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o
]
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= %
= 0.05%
0.00% o © _ Oy
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-0.05%
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Average Train Size
Fig. 6. Percent errors in throughput time for different train sizes.

All models exhibit less than 0.3% error for TT. For this
study and metric, ERM1 is more accurate than EFL.

2) Lot Size Cases: The lot size set is varied from
{1, 2, 3} to {23, 24, 25} in steps of 2 with the probabilities
unchanged.

At lot sizes of {1, 2, 3}, ERM has extremely high errors
as high as 5.5x 10’% for CT, 9000% for LRT, and 150% for
TT. However, at lot sizes of {3, 4, 5} and above, ERMs are
relatively accurate. The perspective taken when developing the
ERMs did not consider a lot size of 1. While this is a limi-
tation of the model, ERMs should do well for lot sizes of 3
and above.

Figs. 7 and 8 provide the percent errors in CT and TT,
respectively, not including the lot size set {1, 2, 3}. ERMs
predict CT well, with less than 9% errors. AF has errors up
to 225%. EFL exhibits less than 7% error for CT. All models
have less than 0.5% error for TT. ERMs exhibit slight increases
in error as the lot sizes become smaller.

3) STK Capacity Cases: We varied STK capacity from 2
to 20. Figs. 9 and 10 provide the percent errors in CT and TT,
respectively.
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Fig. 9.  Percent errors of cycle time for different STK sizes.

For CT, AF has up to 50% error. ERMs have less than 10%
CT error for STK capacity of 10 wafers or more. For STK
capacity less than 10 wafers, ERMs are comparable to AF

Fig. 10. Percent errors of throughput time for different STK sizes.

with up to 50% errors. EFL errors were less than about 6%
for CT.

AF has less than 0.15% TT error. ERMs have less than
about 0.15% errors for STK capacity of 10 wafers or more.
For STK capacity less than 10 wafers, the ERMs exhibit up
to 1.7% error. EFL has less than 0.15% error for TT.

4) Type I Simulations for Other Parameters: Similar results
are obtained for the other parameters. In most cases, ERMs are
much more accurate than AF, but less accurate than EFL for
CT and LRT. ERMs are more accurate than AF and sometimes
even more accurate than EFL for TT.

5) Secondary Metrics: With baseline settings, we next
consider the standard deviation, mean absolute error, and
the error’s standard deviation for the model predictions; see
Table VI. Every entry there is given in seconds.

For standard deviation, we consider the model as good if it
has similar value as DS for CT, LRT or TT. AF is quite far
from DS in for standard deviation of all metrics. ERMs and
EFL are both similar to DS.

For mean absolute error and error standard deviation,
smaller is better. AF is by far the worst. ERMs are quite good
relative to it. EFL is outstanding.

This behavior continues for all Type I cases.

C. Type II Simulations

Type II simulations are Monte Carlo simulations that
assess the model performance at current operating conditions.
Different realizations of the random variables with unchanged
distributions are used. The results are similar to those of the
Type 1 with slightly higher errors and variability. We omit
them for brevity.

D. Type Il Simulations

Type III simulations help assess model robustness to
changes in operating conditions. We next provide some detail
on the simulation procedure since Type III cases are not as
simple as Type I or II.

o For train size cases, the models were separately param-

eterized with average train sizes of 1.5, 3, and 6 and
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TABLE VI
SECONDARY METRICS FOR TYPE I — BASELINE LOT CONDITIONS
Model CT LRT T
ode Average c |[Error] Errorc | Average c |Error] Errorc | Average c |Error] Error o
DS 30,535.1 | 24,903.4 5,904.7 980.2 2,927.4 251.2
AF 439229| 36,2543 | 13,777.8| 17,442.8 29314 78.7 2,973.2 983.5 2931.4 78.7 104.2 238.9
ERM1 31,2344 | 248515 752.0 615.9 5,708.8 827.6 293.6 325.7 2,927.5 250.0 323 93.9
ERM?2 31,516.5| 25,087.7 983.5 6713 5,997.5 873.5 2523 309.7 2,928.4 248.4 323 94.2
ERM3 31,520.8 | 25,090.3 988.1 681.8 6,019.6 871.5 255.6 309.4 2,928.4 2483 323 94.2
EFL 30,502.8 | 24,902.3 323 20.6 6,136.6 1,184.3 246.6 221.3 2,926.9 245.7 18.5 24.5
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Fig. 11.  Percent errors of cycle time for different lot sizes. Models are ~ Fig. 13. Percent errors of throughput time for different lot sizes. Models are

parameterized with lot sizes {23, 24, 25}.
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Fig. 12.  Percent errors of lot residency time for different lot sizes. Models
are parameterized with lot sizes {23, 24, 25}.

simulated with varying train sizes from 1.5 to 6 in
increments of 0.5.

« For lot size cases, the models were separately parameter-
ized with lot sizes {3, 4, 5}, {13, 14, 15}, {23, 24, 25}
and simulated with varying lot sizes from {1, 2, 3} to
{23, 24, 25} in increments of 2.

« For the loading cases, the models were separately param-
eterized with loading levels of 0.85, 0.95, and 0.99 and
simulated at 12 different loading levels.

Fig. 14. Percent errors of cycle time for different loading levels. Models are
parameterized with 0.95 loading.

o For the mixed cases, the models were parameterized with
train size of 6 and lot sizes of {23, 24, 25} and then
simulated with a train size of 3 and varying lot sizes
from {1, 2, 3} to {23, 24, 25} in increments of 2.

While there are many cases, we show representative results.
Consider the cases when we parameterize at baseline set-
tings and vary the lot sizes when simulating. Figs. 11 to 13 pro-
vide the percent errors in CT, LRT, and TT. ERM2 is similar
to ERM3 and omitted. ERMs have errors up to 38% for
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CT, 10.3% for LRT, and 2.1% for TT. ERMs seem to have
an intermediate level of robustness, between that of AF and
EFL. They are inaccurate for CT, accurate for LRT, and very
accurate for TT across all lot size cases considered.

Consider the cases when we parameterize at baseline set-
tings and vary the loading when simulating. Figs. 14 to 16 pro-
vide the percent errors in CT, LRT, and TT. ERMs appear
robust for all three metrics, with less than 7.5% errors for CT,
4% for LRT, and 0.09% for TT. They appear to be as robust
as EFL for LRT and TT and superior to AF.

The other Type III simulations show similar results in that
deviations from the training data can lead to increasing errors.
Generally, AF are less robust than ERMs and ERMs are
less robust than EFL. For deviations from the parameteriza-
tion data in train size, all models retain their typical error
performance.

E. Implications for Fab Level Simulation

Based on the results obtained from our numerical stud-
ies, it is possible to anticipate qualitatively the effect that
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ERMs (or detailed models or flow line models) will have when
replacing affine models for CPTs in fab level simulation.

First, for a wafer fab in which a CPT toolset is the bot-
tleneck (which is common due to the high cost of CPT
tools), improved accuracy in CPT maximum throughput esti-
mates (via JIT throughput time studies with affine models
replaced by ERMs) will allow improved prediction of the fab’s
maximum throughput.

Second, improved cycle time predictions at a CPT toolset
should improve fab overall cycle time estimations. The mag-
nitude of the improvement in overall cycle time estimation
might not match the improvement in CPT sector cycle time
estimation because the CPT tool group is one of numerous
others in a fab.

Third, improved lot residency time predictions (especially
on a lot by lot basis beyond just the average) will enable
improved scheduling decisions in simulation based schedulers
and mathematical programming based schedulers. It is, how-
ever, not clear the extent to which a resulting production
schedule would change and how much influence this would
have on system-wide performance metrics.

Fourth, the computational requirements of using ERMs as
opposed to affine models for CPTs can be roughly estimated.
For example, if the affine models for CPTs account for about
20% of the fab simulation computation requirement, changing
to ERMs (which require about 1.9 times the computation),
would increase the overall fab simulation computations by
about 18%.

We require additional numerical studies to more precisely
assess the effect of using ERMs relative to affine models in
a full fab simulation. Such a study depends on the development
of one fab model with embedded detailed simulation models
for CPTs, a second fab model with affine models and a third
with ERMs. We plan to conduct such a study in the future.

VI. CONCLUSION

We proposed a new class of models of clustered photolithog-
raphy tools for fab-level simulation. These exit recursion
models (ERMs) were developed using intuition from flow
lines, consider the concept of bottleneck contention and require
seven parameters. They are intended to improve upon the
popular affine models which require two parameters. We
developed three classes of these empirical models based on
the level of detail available in the parameterization data. We
provided parameterization and simulation equations for ERMs.

To assess the performance of ERMs, we conducted numer-
ous simulations across a range of parameters. Detailed CPT
simulation, AF and EFL were used as benchmarks. While
AF is not accurate for mean CT and mean LRT, the newly
proposed ERM is shown to be quite accurate for all met-
rics, frequently with errors less than 6% for mean CT, 5%
for mean LRT, and 0.1% for mean TT. For TT, ERMs can
perform close to or even surpass the EFL. We explored
the robustness of ERMs when simulation conditions deviated
from the parametrization conditions. In general, ERMs were
fairly robust for all three metrics, although mean CT can be
inaccurate in some cases.
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ERMs are about 250 times less computationally complex
than EFL and only require 1.9 times as much computation as

AF.

While the models seem to strike a good balance between

fidelity and computational complexity for fab-level simula-
tion, ERMs have some limitations, such as high errors for
lot sizes of 1 and 2 wafers and small STK sizes, due to
the model structure. Mostly, ERMs perform well relative to
AF and EFL.

There are several directions for future work. Can the ERM
model structure be improved so that it can address the cur-
rent limitations for lot sizes of 1 or 2 wafers and small STK
capacity? Would an eight parameter model that includes infor-
mation on internal workload at the STK improve performance
or robustness? Is it possible to develop a parametric version of
ERMs? Can ERMs be used instead of AF models for schedul-
ing optimization and how much does that improve the results?
It is also very important to study the quantitative effect of using
such models in full fab simulations.
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